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ABSTRACT 

In most cases, it is hard to foresee chronic diseases before they impact a person. As a consequence, we employ 

Machine Learning to create a model that allows us to calculate the likelihood that an individual would have a 

condition like diabetes, chronic kidney cancer, or a heart attack based on information about their health like their 

haemoglobin and glucose levels. You or a loved one may have thought on multiple occasions that you or they 

need emergency medical help, but for a number of reasons, they are unable to provide it. 

A project called the Chronic Disease Prediction application aims to offer online counseling and end-user 

assistance. In this article, we propose a web tool that enables users to predict their risk of developing a disease, 

whether it be typical or extraordinary and to obtain fast details of an expert for help. The programmed is 

provided with information about chronic diseases such as heart disease. The user can input health parameters for 

prediction in this programmed. At this point, certain subtle elements are formed for the client to look for various 

ailments that may be related to him. Here we use some clever information mining techniques to find the first 

precise disease that can be related to the patient's interests. Depending on the result, they can similarly contact a 

specialist for further treatment. The frame allows the client to see the doctor's points of interest as well. 

 

INTRODUCTION 

The objectives of "Recognize chronic diseases through machine learning" are: 

a. Chronic diseases generally cannot be predicted before they affect humans. So we are using machine learning 

to create a model that will help us predict the probability that will contract a disease such as a heart attack. 

b. To reduce the risk of sudden health attacks from a chronic disease. 

c. Sometimes you or someone needs immediate medical attention, but not the right guide to counseling. 

Therefore, it also suggests the specialist along with the details of the hospital. 

 

Developer Responsibilities 

1. Install the software on the client hardware and configure the software as required by the client. 

2. Undertake any user training that may be necessary in the use of this system. 

3. System maintenance over a period of time. 

. 

Existing System 

Although the current system is manual and file-based. We understand that the system that we are going to build 

must provide solutions to the loss of time and space that affects the efficiency of day-to-day activities in the 

hospital. We are all patients at some point and we all want good health care. Assume that doctors are medical 

experts and that there is good research behind every decision. But it predicts diseases before the person is affected 

by the disease. The physician's need for in-depth research that goes beyond medical practice. 

The current hands system has a lot of work on paper and does not take care of the prediction of the data. 
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Proposed System 

We have developed an expert system called the Online Health Prediction System that is used to facilitate the 

prediction of chronic diseases. In this system, we have combined structured data and unstructured data in health 

care to estimate the risk of disease. 

 To deal with structured and unstructured data, we use the kmeans algorithm and linear regression to select 

the characteristics that will be used by the machine learning model to predict disease. 

 Users can seek medical help at any time. 

 Doctors are attracting more clients through the Internet. 

 

LITERATURE REVIEW 

Machine learning methods for theoretical exploration of life are generally applicable. Numerous studies have 

been published based on the value of medical diagnostic technologies. Such experiments applied various 

solutions to problem and obtained a precise classification. they capture the actual survival of . And al. [6] Even 

for breast cancer patients, a naive bay, a decision tree, and a backpropagation neural network were used. 

Although the results obtained were robust (around 90 percent accuracy), were not necessary because the data 

were divided into two groups: one for survival greater than five years and the other for the who died within the 

five years. The findings were not relevant. [7] An application selection approach that focuses on evaluating the 

usability of function selectors. This looks for a simple and consistent set of functions without losing the dimension 

of predictive precision. A scoring algorithm is used to assign a confidence ofto the characteristics. [8] By using 

fuzzy reasoning in , you reduce the extent of the original problem, the proposed GA / SVM hybrid solution. A 

subset of healthy genes, , will be identified and then evaluated by SVM. [9] This study focused on and compares 

the performance of ArtificialNeural Network (ANN) and Vector Machine Support (SVM) for the classification 

of liver cancer.For precision, flexibility, specificity and efficiency , both models were contrasted and validated 

with the liver disorders dataset BUPA. [10] Used in combination with prediction of heart disease in Association 

Mining and Genetic Algorithm. The proposed methodology used the statistics of the Gini index mutation genetic 

algorithm for the interaction and crossover method. Used a quality enhanced feature collection methodology. [17] 

Designed the Alzheimer's Risk Prediction System using patient EHR data. Here they used the context of active 

learning to solve a real problem for the patient. In this, the risk model of the active patient was configured. The 

risk of Alzheimer's disease is used for this active risk prediction algorithm. N.H. Barakat suggested 

understandable support. 

 

FEATURE SELECTION 

The increased use of computers from all angles leads to the collection of large amounts of data. This data is large 

and systematically linked to define the appropriate trends, making data mining a critical field for analysis, 

estimation, and other data activities. You have entered a dynamic field of research in order to solve theoretical 

problems in real time. Big data mining is used in various places where data processing operations are required. 

These development and data mining strategies have been widely used at various levels such as pattern recognition 

etc., and the collection of applications in practically all areas plays an important role. The purpose of the selection 

is to determine the smallest possible subset of characteristics. The framework selects the base of the original 

characteristics by removing obsolete and unnecessary data dimensionality characteristics without losing any 

useful details. Before introducing the data mine tasks, this is the critical pre-processing phase. The accuracy of 

the mines, the calculation time and the understanding of the test are improved. Three types of selection methods 

consist of filters, wrappers, and built-in approaches. 
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As discussed in [16], the filter selects the function regardless of the type of classifier used. The advantage of this 

method is that the characteristics only need to be selected once, it is simple and independent of the type of 

classifier used, but this method has no relation to the classifier, each characteristic is interpreted separately from 

the functional dependencies. The Wrapper approach depends on the classification used. The results of the 

classifier are used to evaluate the quality of the specified attribute or characteristic. Another approach has the 

advantage that the filtering cycle eliminates the disadvantage, which is simpler than the filtering system as it still 

handles all dependencies. The next integrated approach is to combine a filtering algorithm with a wrapper 

approach to find an optimal subset of features that is integrated into the classification structure. The benefit of 

this approach is less expensive and less brittle than the wrap approach. Various uses of feature selection in the last 

two decades: 

 Text mining 

 Image processing and computer vision 

 Industrial applications 

 Bioinformatics 

 

MATERIAL AND METHODS 

Weka is a data mining platform that uses various algorithms. These algorithms can be explicitly added to the data 

or from the Java code name. Weka is a set of resources for: 

 Regression. 

 Cluster. 

 Association. 

 Data preprocessing. 

 Classification evaluation. 

 Visualization. ”[13] 

 

We have classifiers in Weka to estimate quantitative or numerical quantities. Decision making and lists are 

available for learning systems, vector support computers, case-dependent classifiers, logistic regression, and 

Bayesian networks. All tabs are activated as soon as the data is loaded. 

Depending on the specifications, trial and error, the suitable algorithm can be found for a simple data 

representation. The Clusters tab helps the person classify groups or classes of incidents in the data collection. 

Clustering provides data to the consumer for review. The specified training set, percentage division, test set, and 

classes are used for grouping, where users can ignore other attributes of the data set as needed. "KMeans, EM, 

Cobweb, Xmeans, and FarthestFirst are included in Weka." 

 

FRAME WORK 

An illustrative description of SVM and the gene-dependent clustering model is shown in FIG. Below is an 

algorithm for the improved SVM method for genetic clustering. 
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Proposed Framework 

The initial variables that are filtered by the SVM filter are selected. Performance is based on sensitivity, specificity, 

measurement, memory, precision. In the data mining industry, these metric measures played a crucial role in 

evaluating the results of various classifications and served as a guide for algorithms, as shown in Table 3.2. TP = 

true positive: number of positively predicted examples that are actually positive FP = false positive: number of 

positively predicted examples that are truly negative TN = true negative: number of examples that are negatively 

predicted and are actually negative FN = false negatives: The following metrics are measured in terms of the 

number of negative predictions that represent good ranking results. Sorting efficiency is measured in the 

following indices. 

The proposed hybrid feature selection algorithm: 

In this section we define a basic genetic clustering SMO algorithm as suggested by our experiments. Before we can 

use the genetic algorithm, it is necessary to calculate several operations. It is the first population, fitness, 

selection and crossing. 
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CONCLUSION 

This article presents a modern approach to feature selection. This selection method is based on logistics 

algorithm. Our method was tested with severalother classifiers of different types in the breast cancer, lung cancer, 

and diabetes data sets. The results show the robustness of the proposed approach. 
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